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From Corpora and Corpus Tools to Dictionaries and 
Beyond: Infrastructure for Slovene 

Iztok Kosem 

Centre for Language Resources and Technologies, University of Ljubljana & 
Jožef Stefan Institute 
Ljubljana, Slovenia 
iztok.kosem@cjvt.si  

Abstract 
The Centre for Language Resources and Technologies at the University of Ljubljana 
has developed a wide range of resources and tools in the past decade, including 
corpora, dictionaries, syntactic parsers, text analyzers, and concordancers. These 
open-source resources and tools are an important part of language infrastructure 
for Slovene. The center also supports the research and wider community by 
providing APIs access to its resources, making data available in the CLARIN.SI 
repository, localizing external tools like NOOJ, compiling specialized corpora, and 
extracting datasets. 

However, keeping up with the constantly and rapidly improving language 
technologies and methods is a major challenge for CJVT UL. Every new project 
introduces new approaches, techniques, and algorithms that must be integrated into 
the infrastructure. This requires a deep understanding of the latest developments in 
the field, as well as the human resources needed to implement and test these 
additions. Ensuring compatibility and interoperability with other language tools and 
platforms adds another layer of complexity. 

To address this challenge, CJVT UL consolidated all its resources into a single digital 
database. This trend can be seen across Europe, including in Estonian (Tavast et al., 
2018), German (Geyken, 2019), Polish (Żmigrodzki, 2018), and Dutch (Colman, 2016) 
language resources. Now, all the center’s lexical resources, including a thesaurus, a 
collocations dictionary, and a bilingual Slovenian-Hungarian dictionary, draw from 
the same core set of lexical units and concepts. However, importing and integrating 
data from various lexicographic and linguistic activities, as well as from student 
projects and crowdsourcing, has been challenging. 

In the presentation, the focus will be on data integration issues, such as merging data 
from diVerent dictionaries and lexicons, working with corpora with diVerent 
versions of annotation, and converting between diVerent formats. The presentation 
will also cover recent projects, including the recent upgrade of several lexicographic 
resources, a monitor corpus, and automatic text categorization tools. The impact of 
ChatGPT’s arrival on the center’s work, particularly in the lexicographic context, will 
be discussed, and an experiment of its use in one of the center’s projects will be 
presented. 

 



 

3 
 

Key words 
Language infrastructure, Slovene, digital dictionary database, corpora, tools 
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Using Semantic Hypergraphs to Represent Knowledge in 
Natural Language Text 

Branko Žitko 

Faculty of Science, University of Split 
Split, Croatia 
branko.zitko@pmfst.hr  

Abstract 
The process of extracting knowledge from natural language text depends on the 
knowledge representation model. The goal of knowledge representation is to enable 
machines to reason while preserving the readability of knowledge for humans. 
Several knowledge representations have been used for this purpose, and in this 
speech, the focus will be on the semantic hypergraph (Menezes and Roth, 2019). 

Using a semantic hypergraph for knowledge representation aims to preserve the 
complexity of natural language in a relatively simple formal structure. In this 
discourse, an in-depth description of the process of extracting knowledge from 
natural language text is presented. It begins with an introduction to the basic 
structural elements of the hypergraph and its expressive possibilities. It continues 
with the motivation for why the semantic hypergraph was chosen as a knowledge 
representation model, and compares it to related knowledge representations, such 
as semantic networks, predicate logic, and abstract meaning representation. 

In our approach, the process of knowledge extraction consists of two phases. In the 
first phase, well-known natural language processing techniques are applied at the 
syntactic and semantic levels. We use sentence segmentation, tokenization, 
lemmatization, POS tagging, named entity recognition, dependency parsing, 
semantic role labeling, coreference resolution, predicate sense disambiguation 
(Žitko et al., 2022), and word sense disambiguation. Tools based mainly on machine 
learning are used to accomplish this phase. In the second phase, a parser that 
combines the obtained blocks of information from the previous phase into a 
semantic hypergraph is described. First, a semantic hypergraph annotation is 
determined for each word, and then the words are arranged into a hierarchical 
structure of the hypergraph. 

In the final stages of discourse about knowledge extraction from text, the Natural 
Language to Semantic Hypergraph dataset (NL2SH) is presented. This dataset is used 
for the development and evaluation of our parser. NL2SH dataset contains 664 
sentences labeled with natural language annotations, and for each sentence is 
assigned a semantic hypergraph. By analyzing errors, problematic language 
structures were identified, which will be used to tune our knowledge extraction 
process. 

Finally, we will demonstrate our intentions to apply the semantic hypergraph for 
concept mapping, question generation and sentence simplification (Grubišić et al., 
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2022). For this purpose, the original semantic hypergraph pattern language has been 
extended to enable searching and transforming the semantic hypergraph. 

Key words 
Semantic hypergraph, knowledge extraction, natural language processing  

References 
[1] Grubišić, A., Žitko, B., Gašpar, A., Vasić, D., Dodaj, A. (2022) Evaluation of 

Split-and-Rephrase Output of the Knowledge Extraction Tool in the 
Intelligent Tutoring System. Expert Systems with Applications, Vol. 187, 
Article 115875. 

[2] Menezes, T., Roth, C. (2019) Semantic Hypergraphs. CoRR (abs/1908.10784). 
[3] Žitko, B., Bročić, L., Gašpar, A., Grubišić, A., Vasić, D., Šarić-Grgić, I. (2022) 

Automatic Predicate Sense Disambiguation Using Syntactic and Semantic 
Features. In: Proceedings of the Conference on Language Technologies and 
Digital Humanities 2022, 227–234. Ljubljana, Slovenija.  
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Quechua-Spanish and Spanish-Quechua Electronic 
Dictionaries of Verbs for NLP  

Duran Maximiliano 

Université de Franche-Comté 
Besançon, France 
duran_maximiliano@yahoo.fr  

Abstract 
The automatic processing of the Quechua language (APQL) needs an electronic 
dictionary of Spanish-Quechua-Spanish verbs. And yet, any bilingual NLP project 
within these languages requires this essential linguistic resource. 

This article presents some advancements in the construction of such dictionaries.  

My first challenge was to choose the Spanish dictionary to be used as the primary 
reference. Among the few Spanish monolingual digitalized dictionaries, I decided on 
the Spanish Module Argentine-Chile dictionary initially built at the Universidad 
Autónoma of Barcelona. It contains 6630 verbs and is entirely compatible with 
NooJ’s formalism, and I decided to translate it into Quechua. 

A significant di`culty is that the Quechua lexicon of simple verbs contains around 
1,500 entries. How to match 6630 Spanish verbs with only 1,500 Quechua verbs? 

In the present article, I show how I use the remarkable Quechua strategy of 
generating new verbs by su`x derivation, utilizing similar methods that I had 
applied in our previous work for the Quechua-French electronic dictionary at the 
University of Franche-Comté. 

As a first step, I have inventoried all the Quechua su`xes and detailed their 
corresponding Spanish semantic values. This set of su`xes, which I call IPS_DRV, 
contains 27 elements. Thus, each Quechua verb, transitive or intransitive, gives rise 
to at least 27 derived verbs. Next, we need to formalize the paradigms and formal 
grammars that will allow us to obtain those derivations automatically. This was done 
with the help of the NooJ platform. 

After parsing, these grammars generate 40,500 atomic linguistic units (CALU) that 
can be conjugated. I have used the printed dictionaries listed in the references and 
my introspection to translate manually many of the Quechua verbs that still need to 
be completed in the first stage. In the resulting electronic dictionary, I have included 
some relevant semantic tags to each Quechua verb and its corresponding inflection 
grammar. 

On the other hand, I wrote an algorithm that allows the reciprocal translation from 
Spanish to Quechua of more than 6 000 derived verbs. So, I obtained the SP-QU 
electronic dictionary.  
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Key words 
Quechua electronic dictionary, verbal su`xes, formalization of Qurchua verb, verb 
derivation, Quechua 

References 
[1] Duran, M. (2009) Dictionnaire Quechua-Castellano-Quechua. Editions HC, 

Paris. 
[2] Duran, M. (2013) Formalizing Quechua Verbs Inflexion. In: Koeva, S., Mesfar, 

S., Silberztein, M. (eds.) Formalizing Natural Languages with NooJ 2013, 41–
51. Cambridge Scholars Publishing. 

[3] Duran, M. (2017) Dictionnaire électronique français-quechua des verbes pour 
le TAL. Thèse doctorale. Université de Franche-Comté, Besançon. 

[4] De Santo Tomas, D. (1560) Lexicon, o Vocabulario de la lengua general del 
Perv. Impresso en Valladolid por Francisco Fernandez de Cordoua. 

[5] Gonçalez Holguin, D. (1608) Vocabvlario de la lengva general de todo el Perv 
llamada lengua Qquichua o lengua del Inca. Impresa en la Ciudad de los Reyes 
por Francisco del Canto. 

[6] Guardia Mayorga, C. (1973) Gramatica Kechwa. Ediciones Los Andes, Lima, 
Peru. 

[7] Perroud, P. C. (1970) Diccionario castellano kechwa, kechwa castellano. 
Dialecto de Ayacucho. Seminario San Alfonso, Santa Clara, Peru. 

[8] Silberztein, M. (2010) La formalisation du dictionnaire LVF avec NooJ et ses 
applications pour l’analyse automatique de corpus. Langages, 179–180 (3–4), 
221–241. 
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A NooJ Dictionary for Italian Light Verb Constructions 

Alessia Nicola 

Università degli Studi di Salerno 
Salerno, Italy 
alessia.giocondo@gmail.com  

Giocondo Cirillo 

Università degli Studi di Salerno 
Salerno, Italy 
nicirillo@unisa.it  

Abstract 
Light Verb Constructions (LVCs) are Multiword Expressions (MWE) occurring in 
many languages. LVCs have the canonical form verb + noun or verb + adjective and 
are characterized by the fact that the verbal component is semantically bleached 
while the noun/adjective conveys most of the meaning. Italian LVCs include fare una 
foto, avere fame, dare una lavata, fare festa etc. Just like collocations, LVCs are 
interpreted through lexical restriction. According to Bosque’s compositional 
approach, there is a syntax-lexicon interface explaining the predicate-argument 
relationship: the predicates whether verbal, adjective, adverbial, or prepositional 
select their arguments. Unlike collocations, lexical restrictions in LVCs are activated 
by the noun that plays a predicative role. In summary, LVC can be defined as a 
structure where a verb combines with a noun predicate which provides the primary 
semantic content. Some constructions are more likely to be syntactically 
autonomous (e.g. rather than fare una telefonata, fare festa is less autonomous and 
has gone through lexicalization). According to Bratánková, the phenomenon could 
be explained by the loss of referentiality of the noun when it is not preceded by the 
article (Bratánková, 2013).  

There has been an increasing interest in LVCs since this phenomenon occurs in many 
languages, and their identification is important also for natural language processing 
(NLP) tasks. Furthermore, LVCs exist alongside their synthetic verb counterparts, as 
long as fare una foto can actually be more e`ciently replaced by its synthetic form 
fotografare. Some authors address the correspondence between LVCs and synthetic 
verbs from the NLP perspective (Chatzitheodorou, 2014; Mirto, 2021). For instance, 
Chatzitheodorou links LVCs to synthetic verbs, but without restructuring the 
sentence. Mirto, on the other hand, extracts the meaning from sentences with LVCs 
and synthetic verbs, but does not propose a technique to generate another sentence 
from that meaning representations. Our aim is to develop a tool that, given a 
sentence containing an LVC, generates a sentence with the syntetic verb. For 
example, given the sentence “Giovanni farà una festa alla sorella”, the system 
produces the sentence “Giovanni festeggerà la sorella”. 

We also underline the existence of light verbs which are associated with a passive or 
reflexive synthetic form, for example, provare delle emozioni is more related to 
emozionarsi than to emozionare. 

In this paper, we describe a NooJ dictionary containing the most common Italian 
LVCs. To develop it, we used the software NooJ. Firstly, we used Python to extract 
from the itWAC corpus (Baroni et al., 2009) all the sequences verb + (preposition) + 
(determiner) + V-n and verb + V-a (where V-n and V-a are nouns and adjectives 
morphologically related to verbs). Secondly, we computed a measure of the semantic 
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similarity between LVCs and their synthetic forms via a distributional semantic 
model. Sequences with frequency ≤ 100 and similarity ≤ 0.6 were filtered out. Finally, 
we manually deleted incorrect entries and associated each entry with the following 
properties: (1) its counterpart synthetic verb; (2) its similarity with the synthetic 
verb; (3) its frequency in the itWAC corpus; (4) the verb voice; (5) the lexical aspect; 
(6) the inflectional paradigm. We believe that this dictionary will foster the study of 
the LVC phenomenon and ease the automatic treatment of Italian LVCs with NooJ.  

Key words 
Light verb constructions, distributional semantic, NooJ dictionary 

References 
[1] Baroni, M., Bernardini, S., Ferraresi, A. et al. (2009) The WaCky Wide Web: A 

Collection of Very Large Linguistically Processed Web-Crawled Corpora. 
Language Resources & Evaluation 43, 209–226.  
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condotta sul corpus parallelo ceco-italiano. Acta Universitatis Carolinae 
Philologica, 2, 55–70. 

[3] Chatzitheodorou, K. (2014) Paraphrasing of Italian Support Verb 
Constructions Based on Lexical and Grammatical Resources. In: Proceedings 
of Workshop on Lexical and Grammatical Resources for Language Processing, 
1–7.  

[4] Mirto, I. M. (2021) Natural Language Inference in Ordinary and Support Verb 
Constructions. In: Distributed Computing and Artificial Intelligence, 17th 
International Conference, 124-133. Springer International Publishing. 

[5] Silberztein, M. (2016) Formalizing Natural Languages: The NooJ Approach. 
Wiley-ISTE, London. 
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Attenuative Collocations and Parametric Verbs in Old 
French and Old Spanish: A Contrastive Study 

Xavier Blanco 

Universitat Autònoma de Barcelona 
Barcelona, Spain 
Xavier.Blanco@uab.cat   

Rafael García Pérez 

Universidad Carlos III de Madrid 
Madrid, Spain 
rafael.garcia.perez@uc3m.es  

Abstract 
We have taken on a comprehensive description of the intensive collocations of Old 
French and Old Spanish as part of the Colindante project (see Blanco, 2020; Blanco 
and García Pérez, 2021). In addition, the attenuative (or anti-intensive) collocations 
must also be handled. A significant portion of these collocations include the pairing 
of a parametric verb with a noun that expresses little value. Ne pas prendre an ail, Ne 
pas donner un bouton pour, Ne pas valoir une maille are a few instances in French. 
Other instances in Spanish include: no valer un higo, no valer una arveja, no haber/ 
tener una meaja, no preciar un clavo…. 

We will discuss the most prevalent expressive negation reinforcements found in 
electronic literary corpora of Old French and Old Spanish during our presentation. It 
is important to emphasize that these nouns were the direct objects of the parametric 
verb which became, through a process of grammaticalization, a part of a 
discontinuous negator embracing the verb. Thus, they cannot be considered the 
second semantic actant of the verb. Also, there is a collocational relationship 
between these nouns and the verb. 

Regarding the linguistic nature of the aforementioned collocations, we will address 
a number of issues. One of these issues would focus on the metaphorical mechanisms 
that underlie the shift in meaning between the expression of a price and the 
expression of a minimum value or even of a zero value (pejoratively connoted). 

By using the lexical-functional formalism, which was developed within the 
framework of Explanatory and combinatorial lexicology, we will propose a 
modelling approach to the aforementioned structures (see Mel’čuk and Polguère, 
2021). Textual databases Base textuelle Frantext (1998–2022) and BFM (2019) will 
be used to extract the French lexical and syntactic data, while CORDE and CDH will 
be used to extract the Spanish data. Via the NooJ linguistic engineering platform, the 
lexical units and a portion of the corpus are implemented. 

This communication proposal is part of the Colindante research project, Ministerio 
de Ciencia e Innovación (Spain).  

Key words 
Intensive collocations, anti-intensive collocations, old French, old Spanish, 
parametric verbs 
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Abstract 
German has been defined as a language “keen on compounding” (Gaeta and 
Schlücker, 2012). Compounds can be created combining a variety of word classes, 
including minor, closed ones, such as pronouns (see Ichform ‘narration in first 
person’, Wirbewusstsein ‘group consciousness’ from ich ‘I’ and wir ‘we’, 
respectively in Fleischer and Barz, 1995). Among pronouns Fleischer and Barz (1995) 
also list selbst, an element involved in heavy reflexive constructions (Ich töte mich 
selbst ‘I kill mySELF’; cfr. its light counterpart Ich töte mich ‘I kill myself’). König and 
Gast (2006) include however selbst in the cross-linguistically heterogeneous class 
of intensifiers, elements which focus on a participant (mostly a subject or object) and 
at the same time exclude the possible alternative referent which could perform or 
undergo the action. 

DiVerently from other compounds formed with closed-class elements, compounds 
having selbst as modifier (e.g. Selbsttötung ‘self-assassination’, cfr. Tötung 
‘murder’, from töten, ‘to kill’) have high type frequency and its family of complex 
words includes a variety of diVerent bases, mainly deverbal: action nouns 
(Selbstzerstörung ‘self-destruction’), agent nouns (Selbstzerstörer ‘self-
destroyer’), deverbal adjectives (selbstzerstörlich ‘self-destructive’), participles in 
adjectival use (selbstzerstörendes Bild ‘self-destructing picture’, ein 
selbstzerstörtes Leben ‘a self-destructed life’), etc., all linked to the verb zerstören 
‘destroy’. 

It is usually considered that action nouns are the most type-frequent bases in selbst-
compounds and that an interpretation by which the arguments of the underlying 
verb are coreferential is to be sought, so that these compounds have been labelled 
reflexive compounds (König, 2006). However, selbst-compounds can be modified by 
genitive constructions that constitute one of the participants of the underlying verb 
(Selbsternte von Obst und Gemüse ‘self-harvest of fruit and vegetables’, i.e. ‘fruit 
and vegetables are harvested autonomously’ and not ‘fruit and vegetables harvest 
themselves’). 

The aim of this paper is twofold. Firstly, using NooJ, I will develop a grammar for 
selbst-compound which is able to classify the compounds extracted from a large 
corpus (the deTenTen13 corpus of the TenTen Corpus Family in Jakubíček et al., 2013) 
according to their word class, derivational pattern, and underlying verb. Secondly, 
exploiting the grammar, I will compare the diVerent rates of the various expected 
derivational patterns and of underlying verbs in diVerent contexts, such as when 
selbst-compounds co-occur with genitive constructions, or they lack a syntactic 
modification. 
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Abstract 
Arabic is a highly structured and generative language where most words are derived 
from a root while following a pattern. It is also highly agglutinative and allows for a 
large number of a`xes to be added to each word, thus increasing the number of 
possible words. This richness and complexity can be confusing and lead to the 
production of erroneous texts. These errors are generally divided into typographical, 
cognitive, or phonetic errors.  

80% of the above errors are due to one or more of the following reasons (Damerau, 
1964): 

(1) Insertion error consists of adding extra character. For example, typing  مكتتوب 
(makttūb) for مكتوب (maktūb, written), the letter ت (t) is additionally inserted. 

(2) Deletion error resulting from the absence of a character. For example, typing 
 .is missing (r) ر the letter ,(madrasah, shcool) مدرسة for (madsah) مدسة

(3) Substitution error consisting of replacing one character with another. For 
example, typing  حديفة (ḥadifah) for  حديقة (ḥadiqah, garden), the letter  ق (q) is 
substituted by mistake by  ف (f). 

(4) Permutation error due to the exchange of characters. For example, typing  برح 
(barḥ) for بحر (baḥr, see), the position of the letter ح (ḥ) is exchanged with the 
letter ر (r). 

A spell checker is a tool that processes words to identify spelling errors and help 
correct them (Olani and Midekso, 2014). If it has doubts about the spelling of the 
word, it suggests possible alternatives. It can be interactive or automatic. The 
interactive spell checker detects misspelled words, proposes possible corrections for 
each of them and then allows the user to choose the correction. In contrast, the 
automatic spell checker automatically replaces the misspelled word with the most 
likely word without any interaction with the user. It is a standalone or integrated tool 
used to e`ciently process natural language in many applications such as machine 
translators, OCR, search engines and word processors.  

The aim of our research is to implement a spell checker for Arabic by taking 
advantages of the power of the NooJ platform and using its command line program 
noojapply. This spell checker will: first, detect all errors using the El-DicAr 
dictionary (Mesfar, 2006) combined with the improved morpho-syntactic grammar 
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handling agglutination (Kassmi et al., 2018) in NooJ. Then, generate corrections and 
candidate suggestions in NooJ. Next, rank the candidates in descending order. 
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Arabic language, spell checker, spelling errors, NooJ, El-DicAr 
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Abstract 
Terminology translation plays a significant role in domain-specific machine 
translation (MT) (Štajner et al., 2016). However, some knowledge domains and 
languages still suVer from the lack of high-quality MT results, due to the 
mistranslation of terminology (Mediouni, 2016). This is the case in the legal domain 
and the Arabic language. Example 1 from the Moroccan family code shows the 
comparison between human translation (HT) and Google Translation (GT) taking 
the terms ‘القطع‘ ,’اللعان ‘ ,’الطعن ‘ ,’الفراش’ into consideration: 
 

AR:   أو بواسطة  اللعانفيه إلا من الزوج عن طريق    الطعنبشروطه حجة قاطعة على ثبوت النسب, لا يمكن    الفراشيعتبر ,
القطع خبرة تفيد   

GT: The Mattress, with its conditions, is considered a definitive proof of 
Paternity, and it can only be challenged by the husband through li’an, or by 
means of experience that proves the severance. 

HT: Marriage consummation is considered a strong proof of paternity, it can 
be rebutted only by the husband through accusation or through a certain 
evidence. 

The bold terms in example 1 are domain-specific and context-dependent, so their 
correct translation requires several aspects. Indeed, the HT has been produced 
considering the context, lexical, morphological, and semantic properties of the 
entries in addition to their equivalences across languages and legal systems. 
Whereas GT fails in its results. 

This failure highlights the lack of terminology resources related to the legal domain 
(Zakraoui et al., 2020), the unfamiliarity of the legal systems to render the 
appropriate equivalences (Killman, 2014), and the terminology linguistic 
characteristics of this type of discourse (Varó and Hughes, 2014). This di`culty goes 
back to the need for more legal terminology resources. In fact, even though there are 
many Arabic legal dictionaries, most of them are not machine-readable and cannot 
be used in MT or other Natural Language Processing (NLP) applications. 

Furthermore, there is a great need for terminology resources in which each entry is 
explicitly associated with a set of fully defined linguistic properties. For instance, 
NooJ is a free and strong linguistic software that gives the possibility of processing 
diVerent natural languages and their related linguistic information including 
morpho-syntactic, and semantic information. In this paper, we present the 
development of a multilingual AR-EN-FR legal dictionary using NooJ that will be 
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capable of solving context-dependent issues, automatizing the process of 
annotating Arabic legal texts, and obtaining the automatic translation of technical 
legal terms into English and French. It contains 1080 single entries and compounds 
extracted from various legal documents mainly codes, decrees, constitutions, 
contracts, and provisions of diVerent Arab countries. 

As pipeline, we firstly extract our terms using NooJ grammars, then we proceed with 
the creation of our dictionary using NooJ morpho-syntactic information (part of 
speech, gender, number, etc.), syntactic information (transitive, intransitive, 
Naaqis), and the creation of our semantic tags that describe our domain-knowledge 
terms including legal, economy, Juri-religion, and geoUsage (following the ISO 
20771:2020 standard for Legal translation Requirements) to indicate where a given 
term is adapted to express a legal practice. Finally, we propose the translations. In 
this phase, the process relies on consulting many portals including EUR-Lex, 
EuroVoc, and IATE to validate the equivalences of these terms among languages and 
legal systems. The formalization and compilation of our dictionary should enable the 
automatic annotation of any possible legal corpus in Arabic. 
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Legal terminology resources, multilingualism, Arabic legal dictionary, machine 
translation 
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Abstract 
The mass of information in the legal field, which is constantly increasing, has 
generated a capital need to organize and structure the content of the available 
documents, and thus transform them into an intelligent guide capable of providing 
complete and immediate answers to queries in natural language, and promoting the 
development of new forms of collective intelligence. Therefore, the question-
answering system (QAS) (Hirschman and Gaizauskas, 2001), which is an application 
of the automatic language processing domain (NLP), perfectly meets this need by 
oVering diVerent mechanisms to provide adequate and precise answers to questions 
expressed in natural language. The general context of our work is the construction 
of a Question-Answering System in the legal field based on ontologies (Gruber, 1993; 
Borst, 1997), allowing users to ask a question on the desired information using 
natural language without having to browse through the documents. In this article, 
we will focus on the construction of a multilingual legal ontology based on legal laws 
and decrees (Mondary et al., 2008; Zaidi-Ayad, 2013). The legal ontology, which we 
propose to build from laws and decrees, will bring together the terminological 
material to optimize the automated management of laws and decrees, particularly 
during the stages of transforming users’ questions in natural language into SPARQL 
queries on the one hand, and on the other hand when looking for answers to users’ 
questions. We have adopted a methodological framework in seven steps for the 
construction of the legal ontology:  

(1) Manual analysis of a sample of laws and decrees and the development of 
syntactic grammars for the extraction of the legal entities: in this step we build a 
sample of laws and decrees from which we manually extract the legal entities. 
Then we study the syntactic forms of the extracted legal entities, and we develop 
the syntactic grammars associated with NooJ which will be used to automatically 
extract legal entities from a corpus of laws and decrees.  

(2) The constitution of a legal corpus: in this step a legal corpus is constituted 
from the legal laws and decrees.  

(3) Linguistic analysis of the corpus and extraction of candidate legal entities: in 
this step we apply the syntactic grammars for the extraction of the legal entities, 
on the legal corpus, to extract the candidate legal entities for the construction of 
the legal ontology.  

(4) Filtering of the candidate legal entities: then, we proceed to the filtering of all 
the extracted legal entities in order to eliminate the noise of the automatic 
extraction with NooJ, and to leave only the valid legal entities.  
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(5) Extraction of relations between legal entities: in this step, we identify the 
semantic relations between legal entities.  

(6) Conceptualization: after having established the list of the legal entities, we 
will proceed to group these entities into semantic classes by establishing a list of 
ontology concepts.  

(7) The construction of the legal ontology: finally, we will proceed with the 
structuring of the concepts into a terminological network, thus building our legal 
ontology.  

Key words 
Legal ontology, question-answering system (QAS), natural language processing 
(NLP), NooJ, legal field, legal decrees and laws 
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Abstract 
The language lexicon is not only made up of single words but also frozen expressions. 
Therefore, we should not be limited to the study of the vocabulary and the analysis 
of the lexical meaning of a language to process it. The language treatment must 
include the study of the syntactic meaning, including the study of frozen or idiomatic 
expressions. 

The frozen or idiomatic expressions have attracted the attention of several 
researchers in the last few years, leading to much research on diVerent languages. 
The global meaning of these expressions is not deduced by joining the meanings of 
their components (Gross, 1993), so there are some problems in both processes of 
understanding and translating them. 

The translating process of frozen expressions from one language into another is a 
real challenge for the translator given the linguistic and pragmatic specificities of 
the phenomenon that obliges a translator to have a good knowledge of both 
languages and cultures.  

Therefore, the fact that all languages have specific cultures that are diVerent. 
Besides, there are some diVerences in such factors as religion, geographical 
locations, diVerent ideologies, and social classes of languages and societies that 
make the process of understanding and translating frozen expressions from one 
language into another very di`cult (Shojaei, 2012). 

In this work, we aim to create an automatic translator of the modern Arabic frozen 
expressions that are continuous and do not admit variations (see Kourtin et al., 
2021), from the Arabic language into French and English, using the NooJ platform. 
For this reason, we will start by enriching our lexicon-grammar tables created in 
(Kourtin et al., 2019) by the French and English translations of each frozen 
expression. Then, we will transform these tables into dictionaries by using the 
generating NooJ dictionaries program, from lexicon-grammar tables created in 
NooJ, in the creation process of our translator. In the end, we will finish by testing 
the e`ciency of this translator in texts and corpora. 

Key words 
Lexicon-grammar tables, frozen expressions, automatic translation, modern 
Arabic, NooJ platform 
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Abstract 
In modern science, the question of the initial structural unit and perception of speech 
has no unambiguous solution because of various approaches and principles. 
However, it is known that speech has a syntagmatic nature and comprises lexical 
units that form syntagms. The author’s delimitation and right intonation provide an 
adequate perception of speech. But synthesized speech, which is presented in various 
applications with voice accompaniment, is absorbed as unnatural, illegible, and 
inexpressive. The way to solve this problem is to develop specific methods and 
algorithms for analyzing and processing intonation features of natural speech, its 
automatic syntagmatic separation and implementation of all intonation 
constructions of a given language in NooJ. It will lead to automated reproduction of 
arbitrary text with the manner of human reading, and not an artificial system. 
  
At the previous stages of our research, we have composed syntactic grammars for 
extracting syntagms at the punctuational and lexical levels, highlighting the 
intonation boundaries (Hetsevich et al., 2016; Zianouka et al., 2021). The next task is 
to form a syntactic grammar for delimiting phraseological units or so-called 
“Frozen expressions”. These phenomena are reproducible, at least two-component 
linguistic units that combine with words of free use and are integral in meaning. As 
a rule, they are stable in their composition and structure (that is idioms). But in 
Belarusian, there are many frozen expressions that complicate their search due to 
structural units. For instance, the composition of phraseological expressions can be 
replaced by synonyms or other separate words. Or combinations, where one of the 
components is used in a phraseologically related meaning, and the other in a free 
one. Another problem is the order of units: in the phraseology, it can be fixed or, 
more often, it is used with the reverse order. 
 
So, it is planned to compile a phraseological dictionary of the Belarusian language in 
NooJ format based on Etymological dictionary of Belarusian phraseological units and 
annotate it. The next step is to build syntactic grammars for searching the most 
typical groups of frozen expressions. And finally, to test them on the literary corpus 
of Belarusian NooJ module. This will contribute to the study of automatic processing 
of phraseological units for their further extraction into separate syntagms and 
forming their intonation portraits. 
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Abstract 
In this paper, I present a prototype of the SANTI network. SANTI refers to Sistem 
ANalisis Teks Indonesia or Text Analysis System for Indonesian in English. The 
network is a multi-level tagger system for Indonesian, implemented using NooJ. The 
network is projected to integrate a morphological analyzer, POS tagger, semantic 
tagger, and syntactic parser of Indonesian. Today, two sub-systems are already 
available for use. The morphological analyzer for Indonesian, namely SANTI-morf 
(Prihantoro, 2021; Prihantoro, 2022) available for NooJ users, has been completed. 
SANTI-morf is the first sub-system. An Indonesian POS tagger is also available for 
NooJ users. This is the second sub-system. The creation of SANTI-sem, the semantic 
tagger for Indonesian whose annotation scheme adheres to the USAS tagset (Rayson, 
2008), is in progress. This will be the third sub-system of the SANTI-network. 

One of the core resources for the Indonesian semantic tagger, SANTI-sem, is a 
semantic dictionary of Indonesian, which now contains 4000+ entries ambiguously 
labeled. I here present two integration models and analyze how much they can be 
useful. The first one is to have three separate levels of tags for a word, namely 
morphology, morphosyntactic, and semantic. The second one is to have only two 
separate levels of tags: morphology and word. Tags for the word include both 
semantic and morphosyntactic. The main challenge of the two models is how to 
resolve ambiguities. My approach to addressing this issue is using the second model, 
which has a less annotation layer. The disambiguation is focused on the semantic 
level as the POS of words whose meanings are ambiguous are usually identical. Thus, 
morphosyntactic and semantic annotation resources shall apply first, followed by 
the application of morphological analyzer resources. Upon several simulations, this 
configuration gives the best result. While not without challenges, this method sheds 
light on integrating the next sub-system, SANTI-parse.  
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Abstract 
This paper aims at presenting the process of importing a published Rromani 
dictionary to the NooJ dictionary of the Rromani language. 

The NooJ module for Rromani was created from the lexicon of two tiny corpus each 
of which is in a specific dialect. Then, the main inflectional paradigms including 
diasynonyms (dialectal variants) of nouns, verbs, adjectives, and some grammatical 
words such as personal pronouns have been programmed to formalize the 
morphology of this language. And now, we import a published dictionary of Rromani 
“Morri angluni rromane ćhibǎqi evroputni lavustik” (Courthiade et al., 2009) to 
complete the NooJ dictionary of Rromani.  

The Rromani module shows the innovative characteristic of being polylectal and 
thus including the four dialects of this language: named O-bi, O-mu, E-bi and E-mu. 
The division into four dialects is defined by two types of non-areal isoglosses 
crossed: 1) the opposition “o” vs. “e” which in a verbal ending (e.g. phirdom vs. 
phirdem ‘I’ walked), 2) a phonological mutation aVecting two palato-alveolar 
aVricates (e.g. ʒukel ‘dog’ [ʤukel] mutated into [ʑukel]). Each of these two dialect 
phenomena is associated with several other features and forms a bundle of 
isoglosses (i.e. diasystem). 

The Rromani dialect system has a complex structure, yet its diasystem shows 
systematic correspondences of diasynonyms at the lexical, phonological and 
morphosyntactic level between the dialects. This fact encourages us to develop a 
single and common module for the entire Rromani language. 

The published dictionary mentioned above is also polylectal. Lexical and 
morphological diasynonyms are included and their dialect properties are clearly 
indicated. Also, some phonetic variants are explained. 

The problem we met is that no category is marked in this dictionary. Yet there are 
some signs indicating three categories: noun, adjective and verb. If a mark of gender 
(masculine or feminine) is inserted between singular and plural forms, this entry 
word is a noun. If the mark of plural “pl.” is inserted between singular and plural 
forms, it is an adjective. If inflectional endings of present and past tense in the 3rd 
person singular (there is no infinitive in the Rromani) are indicated, it is a verb. 
Anyway, some grammatical knowledge is required to correctly recognize the 
categories. Concerning invariable words such as adverbs, conjunctions, appositions, 
it would be necessary to consult another dictionary to define their categories. 
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Another specificity of the NooJ module for Rromani is that we have created a double 
tag system to formalize the four dialects. If it is a word (or an inflectional form) used 
in two dialects that are defined by a common isogloss (e.g. O-bi and O-mu), this word 
(or form) will be annotated by a single tag (e.g. “rro”). If it is a word (or a form) used 
in a single dialect (e.g. O-bi) that is defined by two isoglosses, this word (or form) 
will be annotated by a double tag (e.g. “rro+rrbi”). Thus, we could formalize the 
Rromani diasystem and annotate correctly the diasynonyms in NooJ. 

Not only dialect properties, but also diasynonyms are indicated for each of the 
concerned entry words in the NooJ dictionary of Rromani. Thus, on the one hand, 
learners of the Rromani language could understand more easily despite the 
diVerence in dialects. On the other hand, native speakers could discover the 
diasynonyms in various dialects and manage to communicate better with speakers 
of other dialects. That is important from a didactic point of view. In the future, we 
would like to produce didactic tools using this module as language resources to 
contribute not only to learners but also to native speakers of the Rromani language.   
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Abstract 
Names of chemical compounds are found in the myriad of texts from diVerent 
domains and thus pose an important language element that, due to its complexity, 
needs a layered approach within the NLP.  

What we propose in this project is a multifaceted approach, the design of which is 
well supported by NooJ. The Croatian Chemical Compounds Module consists of three 
layers: it uses (1) the NooJ dictionary as the basis for (2) the morphological grammar, 
and both (1) and (2) are used for (3) the syntactic grammar. 

We start with the dictionary of basic chemical elements (Kocijan et al., 2020), those 
found in the periodic table of elements, including the derivational grammar that 
helps us produce all the adjective forms derived from main nouns (e.g. kalcij, N -> 
kalcijev, A [calcium, N -> calcium, A]; amonij, N -> amonijev, A [ammonium, N -> 
ammonium, A]). Next, morphological grammar is designed to recognize single-unit 
words, homoatomic entities, denoting diVerent variations of chemical names 
through a variety of su`xes (e.g. sumpor, N -> sumporast, A, masculinum | 
sumporna, A, femininum [sulfur, N -> sulfurous, A |sulfuric, A]; klor, N -> klorid, A 
| klorovodičan, A [chlorine, N -> chloride, A | hydrochloride, A]), but also 
multiplicative prefixes (di-, tri-, tetra-, bis-, tris-, tetrakis-) used for simple and 
complicated entities (e.g. dioxygen, trichloride). 

The algorithm for the detection of MWU, at this stage mainly binary compounds 
(Kocijan et al., 2021; Kocijan and Šojat, 2022), is designed within NooJ syntax 
grammar. This grammar uses both the main dictionary and the morphological 
grammar to recognize complex chemical compounds [aluminijev oksid; kositrov 
karbonat; sumporna kiselina; željezov(II) hidrogensulfat, željezov(II) sulfat). We are 
gradually developing the grammar to recognize even the most complex of 
compounds (Portada, Stilinović, 2007) that use digits, words, dashes, brackets, and 
commas (e.g. (6E,13E)-18-brom-12-butil-11-klor-4,8-dietil-5-hidroksi-15-
metoksitrikosa-6,13-dien-19-in-3,9-dion).  

Our main goal is to recognize a full compound, but also to segment it down to the 
smallest elements in order to produce its chemical formula. This information can be 
used in search queries but also in machine translations. The results are also valuable 
in the building of specialized lexica and systematization of scientific nomenclature. 
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Abstract 
The paper presents a morphosemantic and syntactic analysis of Croatian cognition 
verbs formed from the roots misl ‘think’, mozg ‘brain’, pamet ‘intelligence’ and um 
‘mind’. Cognition verbs make a semantic category recognized in the literature as a 
whole whose semantic specificities influence its syntactic behaviour (e.g. Fellbaum, 
1999; Hudeček, 2001; Grossman et al., 2002). 

A list of verbs formed with the aforementioned roots and a minimum frequency of 10 
occurrences was retrieved from hrWaC (Ljubešić and Klubička, 2014). This resulted 
in a total of 31 verbs. Most of these verbs were formed through prefixation (cf. Babić, 
2002), such as for example pomisliti ‘think of’, razmisliti ‘think through’, 
promozgati ‘ponder over’, but there are also several examples of su`xation (e.g. 
pametovati ‘lecture somebody’) and compounding (dvoumiti se ‘hesitate’). 

Based on the context in which they are used in the corpus, the argument structure of 
these verbs will be analysed. The verbs are mostly transitive or reflexive, but they 
present a lower degree of transitivity (Hopper and Thompson, 1980), due primarily 
to their abstractness. Other than the direct object, these verbs frequently accept 
diVerent kinds of prepositional or non-prepositional indirect objects. We will 
analyse how the type of object correlates to the verb’s prefix (if applicable) and 
aspect, and compare all the verbs in this regard. 

The paper also brings a detailed analysis of the morphosemantic, i.e. derivational 
motivation (cf. RaVaelli, 2013) of these verbs. The semantic structure of the verbs 
demonstrates regularities in that they are frequently based on the conceptual 
metaphor mind is a container (for thoughts) and thoughts for mind / thoughts for 
cognitive processes conceptual metonymy. 

Information obtained through this piece of research will be incorporated in the 
publicly available syntactic-semantic framework (SSF) (Orešković, 2019), which is 
continually enlarged with new elements. SSF already contains numerous 
grammatical properties (so-called T-structure), as well as many polysemous words 
from its 1.2 million token dictionary owing to its semantic domains created from 
publicly available online encyclopaedias. Special attention in this study is devoted to 
adding and expanding properties of Croatian verbs in SSF, especially those related to 
argument structure and semantic mechanisms which verbs were formed through. 
Verbal syntactico-semantic properties are of vital importance for achieving sentence 
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grammaticality, recognition of sentence structure and determining predicate 
relations. 

Key words 
Cognition verbs, machine sentence processing, morphosemantic analysis, syntactic 
analysis, Croatian 
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Abstract 
How often do you catch yourself googling the meaning of a term that you have just 
read somewhere on the Internet? A lot of the time we humans cannot understand 
phrases and abbreviations we read online without clarification, so it is no surprise 
our linguistic tools cannot understand them either. The goal of this project was to 
build a resource for NooJ, specifically a dictionary that would help recognize and 
label Internet slang terms. It came to our attention that the main source of all newly 
built corpora is based on Internet texts which is now more than ever littered with 
new Internet slang terms that cannot be overlooked because they often carry most 
of the meaning of a sentence or can even be the entire sentence.  

Corpus used for development of the dictionary was “scraped” using python code and 
a Reddit API, on the Croatian subreddit, using 77 of the most popular threads that 
were chosen to best represent the Croatian Internet language and terminology. After 
the scraping of the corpus, the text was manually edited, mostly removing emojis, 
special characters, empty lines etc., things that would not be useful for building a 
dictionary. The final version of the corpus has three sub-corpora divided according 
to the year of posting starting with 2020 and ending with the latest postings in 2022, 
with the 2020 corpus having 39 153 tokens, the 2021 corpus having 94 309 and the 
2022 corpus having 234 351 tokens.  

Because of the bilingual nature of online communication, a significant number of 
words were standard English, so all the available tools for Croatian and English 
languages were applied to the text in the linguistic analysis. After the analysis, NooJ 
flagged 14 661 tokens as UNKNOWN. This list of words was then ordered by the 
frequency of appearance in the corpus and was cut down several times manually to 
provide only relevant (more than 2 appearances) cases of what authors decided was 
a slang term. This provided a list of 99 words that became the NooJ Internet slang 
dictionary (slang.dic) which can recognize 987 diVerent word forms. Slang words in 
this list were then described based on: POS (noun, verb etc.), slang type (“razgsl” for 
common slang or “intsl” Internet slang), language (“en” for English, “hr” for 
Croatian) and flexional paradigm. There are 64 Croatian and 35 English slang terms. 
Of the total number of words there are 52 slang abbreviations in the dictionary, of 
which 17 are Croatian and all the English terms are abbreviations.  

Due to di`culties in diVerentiating common from internet slang, the words are 
tagged according to the decision of the authors. The need for all of these 
classification categories came from the bilingual nature of the corpus and the 
recognized diVerence in slang form, particularly because there is a distinct 
diVerence between abbreviated slang expressions (e.g. “imo”, “tbh”) and, for 
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instance, everyday Croatian slang (e.g. “fakat”, “profa”). If expanded upon, the 
dictionary could be a useful tool for future linguistic analysis in research based on 
internet text corpora. 
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Abstract 
This paper contributes to the work on the building of a NooJ module for the Medieval 
Latin language. After creating NooJ resources for nouns, adjectives, and adverbs (see 
Mijić, Bartulović, 2020; two papers in the peer review process), the emphasis is now 
placed on the rest of the nominal forms (pronouns and numbers) as well as on 
prepositions. The paper presents dictionaries and inflectional grammars for 
recognizing inflectional forms of pronouns (personal, possessive, reflexive, 
demonstrative, relative, interrogative, indefinite) and numbers, as well as 
morphological grammars for recognizing complex (indefinite) pronouns (aliqui, 
quidam, etc.), and derivational grammars for diVerent types of numerals (cardinal, 
ordinal, distributive, adverbial). After expanding the dictionary also with 
prepositions, we created syntactic grammar for the rection of prepositions, i.e. 
extraction of prepositional phrases which can include a various number of diVerent 
types of inflectional words. Particular attention was paid to the medieval local 
peculiarities of the Latin language (see Stotz, 1996–2004). Compiled grammars are 
applied to a smaller corpus of the last wills and testaments written in Zadar 
commune in Medieval Latin. The results show a very high level of recognition, and 
these resources can be added to a future module for the Latin language.  

Furthermore, the paper researches the use of adjectives and some pronouns as 
attributes in legal discourse, considering the formulaic nature of notary records 
which are not inclined to use a high range of attributes (especially adjectives). 
Namely, when conducting medieval last will and testament, the testator sometimes 
used an indefinite pronoun (quidam, aliqui) with the name of a person. The results 
of collocation analysis confirm that in some cases the indefinite pronoun is used in 
the transferred meaning (“some” = “illegal”) and some rarely used adjectives (e.g. 
dilectus) show the emotional aVection of some testators in higher degree towards 
certain people as recipients of their bequests. 
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Abstract 
Ukrainian is a flexional language. It means that the endings of lexical units change 
depending on their grammatical class (verb, noun, pronoun, adjective, etc.) as well 
as depending on their role in the sentence. Flexions are described by the flexion 
paradigms. However, some paradigms have identical endings for diVerent cases. For 
example, in the nominal paradigm - “СИН [SYN] sun” - the Genitive and Accusative 
lexical units have the same ending - “a”, while the Dative, Locative and Vocative 
units have the same ending “y”:  

(1) <E>а/Genitive+Singular| <E>а/Accusative+Singular| 
(2) <E>у/Dative+Singular|<E>у/Locative+Singular|<E>у/Vocative+Singular| 

This phenomenon is very common and can even be complicated in some cases, for 
example for adjectival paradigms, where the category of animate/inanimate objects 
multiplies duplicate endings: for masculine adjectives Genitive animate object = 
Accusative animate object, when Accusative inanimate object = Nominative 
inanimate object. 

To solve this problem, it is necessary to build syntactic grammars that are capable of 
making a diVerence. Thus, we construct some grammars capable of case 
disambiguation and a separate grammar for recognizing gender in the noun group. 
We also oVer a grammar for the verbal group and another for indeterminate 
pronouns.  

We get very good results even for groups consisting of several lexical units. We are 
also thinking about expanding our work to cover the sentences, formed with a single 
variable lexical unit. 
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Abstract 
The Centro de Estudios de Tecnología Educativa y Herramientas Informáticas de 
Procesamiento del Lenguaje (CETEHIPL) focuses on the pedagogical application of 
the NooJ tool created by Silberztein [5]. The central ideas of this proposal are 
developed in our book Aprendo con NooJ [4]. In this line of work and always based 
on our Spanish module Argentina available on the NooJ platform 
(http://www.nooj4nlp.org/resources.html), we have been addressing the 
formalization of lexical categories such as the adjective and the adverb [2,3]. We will 
now go further into the processing of the verb, a complex lexical category that is a 
central element of the sentence. And when dealing with the verb in Spanish, it is 
essential to include clitics, since they always and only occur in construction with it. 
In this presentation, we will focus on the pronominal verbs of a specific corpus. 
However, since the complex nature of the verb in Spanish brings about that some 
verbs behave diVerently depending on their syntactic context, we will design 
dictionaries and grammars to account for this syntactic behavior.  

Clitics may be defined as unstressed pronouns that depend phonologically upon a 
verb, are immediately adjacent to it and semantically related to its arguments. Clitics 
in Spanish show orthographic particularities that depend on verb conjugation and 
predicate polarity. Enclitics attach as inflections to and follow non-finite or non-
personal verb forms (infinitives, gerunds, and participles) and positive imperative, 
forming a unit with them: infinitive jactarse (to boast), imperative second person 
dése por vencido (usted) (give up). On the other hand, proclitics are orthographically 
separated, appear in front of and precede all other tensed finite forms: present 
indicative third person singular se niega (she/he/it refuses), no se niega a (she/he/it 
does not refuse to).  

Many verbs are pronominal in some contexts and transitive in other contexts, such 
as the verb dar (to give) in the following example of our corpus: Dame tu amor 
(transitive verb) (Give me your love). But the same verb becomes pronominal (darse) 
when we say: Me doy a conocer (pronominal verb) (I make myself known). Following 
Bès [1], who describes the nucleus verb phrase in French, we will try to formalize the 
nucleus verb phrase of pronominal (SVNPr) verbs in Spanish.  

According to our usual methodology, we will create a corpus of real texts written in 
Rioplatense Spanish. And specifically in this case, a corpus of popular songs that will 
allow us to account for the current use of pronominal verbs, as well as their 
idiosyncratic particularities. For the sake of formalization, we will introduce changes 
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in our grammars and dictionaries of the Spanish Module Argentina, and will develop 
a syntactic grammar to recognize and generate chains of clitics and verbs in the 
canonical word order of Spanish, preceded or not by negation. These latter strings as 
well as the study of verbs having other clitic combinations will be addressed in future 
work. 
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Clitics, pronominal verbs, NooJ, Spanish module Argentina, nucleus verb phrase 
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Abstract 
Since our project on using computer tools for pedagogical purposes in teaching and 
learning language (see Rodrigo and Bonino, 2019), our eVorts are focused on 
finishing the dictionaries, the inflectional and the syntactic grammars in our 
Spanish-Argentina module so that language learners can make a metalinguistic 
reflection on the target language to generate linguistic knowledge in their 
interaction with a computer tool such as NooJ. With NooJ, a linguistic development 
software created by Max Silberztein, we work towards developing a grammar of 
dates which can automatically analyze everyday expressions describing place, date, 
and time in Rioplatense Spanish, as in the following examples:  

(1) en Rosario, a las 19 horas se estrenará la película más esperada (in 
Rosario, at 7 pm, there will be premiered the most awaited film) 

(2) el martes pasado por la mañana llovió torrencialmente en la ciudad de 
Rosario (last Tuesday morning, there was a heavy rain in Rosario) 

(3) el pasado miércoles a las 21 horas se produjo un robo en el centro (last 
Wednesday at 9 pm, there was an armed robbery downtown) 

(4) a la hora de la siesta de ayer hubo un alerta meteorológico (yesterday 
during naptime, there was a weather alert) 

We noticed that the Argentinian Spanish module lacked a proper grammar to 
recognize common date expressions typical from Argentina and other Spanish 
speaking countries, we did not notice a significant diVerence as regards date 
expressions in Spanish variations. We took inspiration in a simple grammar that 
already existed in the Spanish module Argentina and inspired by the English date and 
time grammar available in the English module. We will validate such grammar using 
analysis and generation as two possibilities presented by NooJ. This will allow us to 
make any necessary corrections and adjustments to achieve satisfactory results, 
both the analysis and generation of grammatically well-formed statements in 
Rioplatense Spanish.  

To conclude, we will propose a series of exercises in which language learners will use 
NooJ to examine expressions such as the ones above, guiding them using questions 
such as at what time during the day do people have lunch, which expressions do we 
use to refer to the night or how do we refer to the time. At the same time, we will 
challenge language learners to think in which possible way we can formulate these 
questions in syntactic grammar in NooJ to be analyzed or generated automatically. 
The questions will therefore drive learners to make a reflection on the language, as 
Lidia Usó Viciedo rightly states: 
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The current need to include, in the didactic field of first languages, both the 
metalinguistic reflection upon language and the inductive processes in teaching 
grammar providing and promoting its acquisition in the classroom. (Usó Viciedo, 
2014: 49; the translation is ours). 
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Abstract 
This paper introduces Parafrasário (paraphraser), a dataset of paraphrastic units at 
the multiword unit (see Barreiro, 2010), expression, and phrasal levels which is the 
multiword, expression, and phrasal equivalent to a standard dictionary, with 
canonical forms as its entries.  

We start by describing a version of Parafrasário that combines paraphrastic units 
used in Portuguese from Portugal (PP) and Portuguese from Brazil (PB), aligned 
from PP–PB literary parallel corpora (Barreiro and Mota, 2017). The larger aim of 
Parafrasário is to integrate paraphrases from any variety of the Portuguese language. 
We discuss 5 diVerent groups of contrast between paraphrases in terms of 
morphosyntactic and lexical choice, word order, and semantic similarity. Then, we 
present the methodology used to develop a first version of Parafrasário, including 
the identification of the Portuguese variety in the cases where multiwords, 
expressions or phrases are of specific usage in one of the varieties. This version of 
the Portuguese paraphraser contains approximately 1,500 entries and is available on 
the Multi3Generation COST Action (CA18231) website to be freely used by the 
research community. 

Most entries (941) of the paraphraser are verbal construction of which (1) 23 entries 
are verbal on PP, but non-verbal on PB (e.g. a transbordar de alegria / doido de 
felicidade ‘brimming over with happiness’), (2) 34 are verbal on PB, but non-verbal 
on PP (e.g. no fim / quando terminam ‘when they finished’), and (3) all other entries 
(884) correspond to verbal constructions on both sides, PP and PB (e.g. quando dá 
por isso / quando percebe ‘when she twigs it’). The remaining entries of the 
paraphraser are nominal/adjectival, adverbial, numeric expressions, among others. 

In the rest of this paper, we focus on how to formalize in NooJ the paraphraser of 
verbal entries, which are more interesting and more productive for the purpose of 
creating transformational local grammars. Additionally, we show how to use this 
paraphraser in language generation in eSPERTo (see Mota et al., 2016), a NooJ based 
system for paraphrasing. 

Key words 
Paraphrases, paraphrasary, semantic equivalence, Portuguese NLP, language 
generation 
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Abstract 
Nowadays, most Natural Language Processing software applications use stochastic 
“black box” methods associated with training corpora to analyze texts written in 
natural languages. The stochastic approach has been so successful that it is 
universally seen as the only correct approach to processing natural languages, at the 
expense of linguistic methods: many linguistic centers have abandoned the scientific 
goal of formalizing natural languages with handcrafted electronic dictionaries and 
grammars; international scientific institutions equalize the notion of “linguistic 
resource” to “training corpus”, and almost all papers presented at leading 
conferences such as COLING (“COmputational LINGuistics”) or ACL (for 
“Association for Computational Linguistics”) present systems or methods that 
contain no linguistic resources nor methods.  

The principle at the basis of all stochastic approaches is the following: to analyze a 
sequence of words in a text, stochastic software looks for similar sequences in a 
training corpus, select among them the most “similar” one using some 
probabilistic, statistical, or neuron-network-based optimization, and then bring 
forth its analysis as the new sequence’s analysis. 

This paper argues that this principle (similar to using a cheat sheet in an exam 
without understanding the exam’s questions) contains several flaws that will 
eventually stop stochastic software applications from gaining any progress. In 
particular, the paper shows that: 

(1) so-called “reference” training corpora, such as the PennTreebank (see Taylor 
et al., 2003) and the COCA (see Kupść and Abeillé, 2008) contain many mistakes 
(see Dickinson, 2015; Silberztein, 2018; Volokh and Neumann, 2011). 

(2) the poor tag sets used by stochastic taggers does not compare with the 
information provided by dictionaries used in NLP (see Kupść and Abeillé, 2008) 
and thus does not satisfy the most basic needs of NLP software applications such 
as Information Retrieval and Machine Translation. 

(3) the very notion of “context” used by taggers to solve ambiguities 
automatically does not have any linguistic value (see Bontcheva et al., 2003; Brill 
and Wu, 1998; Schmid, 1994). 

(4) the units processed by stochastic software are the wrong ones. 
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The paper shows how these flaws are translated into unreliable NLP software 
applications, and how using carefully handcrafted linguistic methods and resources 
could correct enhance them. 

We finally dispute the scientific validity of the stochastic approach.  

Key words 
Linguistics, computational linguistics, corpus linguistics, natural language 
processing, NooJ 
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Abstract 
Perception verbs express the internal ways and processes with which we perceive the 
world around us but also gather information from our surroundings. Their main 
feature is that they are ambiguous: they have their prototypical, physical meanings 
and non-prototypical, extended physical and metaphorical meanings. There are 
several studies of perceptive verbs for the Croatian language (Burić 2021; Mihaljević 
2009, 2011; RaVaelli 2017), but none of them is corpus-based research that considers 
a larger number of verb lemmas that express perception verbs. 

This research presents a corpus approach to verbs of perception for the Croatian 
language, which analyses them at the syntactic and semantic level with the help of 
NooJ. The project started by manual extraction of all verb lemmas related to 
perception verbs from the total list of verb lemmas from the Croatian Morphological 
Lexicon (Tadić and Fulgosi 2003). A total of 86 verbs were selected and divided into 
five semantic subgroups: sight, hearing, taste, smell, and touch. This information is 
marked for each NooJ dictionary entry adding the semantic tag +prcp to mark the 
semantic category of a perception verb, and its semantic subgroup +viz, + sluh, 
+okus, +miris, and +dodir. The verbs were next explored within three diVerent 
domains (the corpus of medical texts, the corpus of parliamentary texts and the 
corpus of children’s literature) to learn more about their syntactic and semantic 
features. 

Regarding syntactic processing, the predicate complements of perception verbs were 
analyzed regarding the specific corpus and by individual groups of verbs. The 
assumption is that complements diVer depending on whether the verb expresses a 
prototypical physical meaning or an extended metaphorical meaning. The ways in 
which predicate complements can be expressed will be shown in the paper. 

The semantic analysis shows the distribution of verbs by specialized corpora and by 
the meaning of perception verbs. This analysis rests on the assumption that the 
distribution of prototypical physical meanings and extended metaphorical meanings 
diVers depending on the specialized corpus in which it is observed, for example, that 
in the medical corpus there are more physical prototypical meanings, while in the 
corpus of children’s literature there are more extended metaphorical meanings of 
perception verbs. Verbs are further classified according to how much they extend 
their meaning: from those that have only a prototypical physical meaning to those 
that develop more metaphorical meanings. 
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Abstract 
Arabic is a highly inflected language. Also, it is a morphological and syntactical 
complex language with diVerences compared to several more studied languages, like 
French and English. It may require good pre-processing since it presents important 
challenges for natural language processing (NLP), especially for machine 
translation. For this reason, a descriptive and systematic comparative study was 
carried out with a focus on the inflectional categories of psychological verbs. 

The inflectional morphology of these verbs in Arabic is richer and more varied than 
that of English. Since inflection is the change of word form to mark grammatical 
distinctions, it occurs in a variety of grammatical classes: nouns, verbs, adjectives, 
etc. 

In this paper, we present a description of the inflectional morphology of 
psychological verbs in English and Arabic. Since those verbs can be inflected for 
number, tense, aspect, mood, voice, and agreement. Then we conduct a contrastive 
analysis of these two languages, which is a systematic study (see Medjdoub, 2022), 
to identify their diVerences and similarities. Therefore, such study can be useful in 
diVerent domains, such as teaching, machine translation, natural language 
processing, etc. 

The objective of our work is to make a contrastive analysis, to clarify the similarities 
and diVerences between the two temporal systems of the psychological verbs of both 
languages, and to specify the corresponding tenses in Arabic. Then, we will create a 
system of automatic translation of the Arabic psychological verbs using the NooJ 
platform, where we try to consider the temporal characteristics of each language and 
solve the problem related to the agreement in gender and number. To realize the 
automatic translation, we based on our dictionary with about 400 verb entries 
generated from the lexicon-grammar table of Arabic psychological verbs (Amzali et 
al., 2019), containing all the lexical, syntactic, semantic, and transformational 
information of these verbs. Then we will finish by testing the e`ciency of this 
translator on texts and corpora.  

Key words 
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Abstract 
Homonymy is still the central problem of automatic text processing at the lexical 
level. Automatic (rarely semi-automatic) solving of lexical ambiguity was first 
formulated within the field of science and technology related to the creation of 
machine translation systems. To date, this is a critical problem of improving the 
quality of systems for various branches of computational linguistics (Varanovich, 
2009).  

There are two dominant classes of ambiguity resolution mechanisms (Bouarroudj et 
al., 2022): 

(1) Automatic one, implying a fully computerized solution to this problem.  

(2) Interactive (dialogic, semi-automatic) one, supposing a joint solution by a 
person and a computer.  

It means that the user has a set of alternatives from which he should choose one 
option. 

We are conducting work on creating a legal texts corpus in Belarusian and Russian, 
which is used in various software products (speech synthesis, machine translation, 
spell checker, etc.). A trilingual Belarusian-Russian-English dictionary of legal 
terms was created (Hetsevich et al., 2021) within the project. Also, in the process of 
forming the corpus, contextual dictionaries are compiled, which can become the 
basis for high-priority dictionaries in the NooJ system. The dictionaries reflect 
contexts that indicate the preferred translation of a certain term from Russian into 
Belarusian (Barabash, 2015). 

We are planning to create high-priority dictionaries for each of the 26 law codes of 
Belarus. It is assumed that a lot of diagnostic contexts will be the same in diVerent 
codes (настоящий ‘this’ = гэты ‘this’ (code), not настоящий ‘this’ = сапраўдны 
‘real’ (code)), but we hypothesize that in some cases the contexts for the same values 
will be diVerent, and it is also possible that in diVerent codes, one polysemous word 
(or a homonym) will have diVerent meanings.  
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Here are some words with several meanings which were found during our work: 
данный – ‘1) гэты, this; 2) дадзены, given’; отпуск – ‘1) выдача (тавараў), 
issuance, supply; 2) адпачынак (даць), holiday, vacation’. These meanings 
(translations) could be chosen according to their neighbor words. As NooJ is an 
eVective tool for solving word ambiguity, we plan to use it for compiling syntactic 
grammars. They will search for homonyms by analyzing the context (the sequence 
of words) and form a list of various lexical units for diVerent domains. This will 
assist in identifying terms in diVerent thematic domains, which is very important 
for compiling special vocabularies for indicated fields. 
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Abstract 
Within the field of research of the Centro de Estudios de Tecnología Educativa y 
Herramientas Informáticas de Procesamiento del Lenguaje (CETEHIPL), this work 
seeks to devise which ways are possible to automatically process a corpus of texts 
made up by a series of newspaper articles based on economics journalism. The 
articles were published during the first half of January 2023 in the following 
newspapers: El Cronista, Ámbito Financiero and El Economista. These newspapers 
are regarded as newspapers of record in Argentina. An initial pan over the articles 
reveals present-day issues which are a matter of concern to many Argentine 
citizens: the external debt, a rising inflation context and the dollar exchange rate. 
These issues’ overriding influence has pushed a number of Argentineans to learn 
the trade of economists to stay afloat in such a critical setting. In this way, we used 
NooJ, a linguistic development environment constructed by Max Silberztein, to 
determine how the press addresses these topics to feed the Spanish-Argentina 
module (http://www.nooj4nlp.org/resources.html) with specific terminology and 
enrich our linguistic resources with grammars reflecting the linguistic structures 
that are typical of the so-called Rioplatense Spanish. We worked with the 
dictionaries and grammars created by our IES-UNR team to automatically process 
our corpus. 

After studying the corpus, we created in our dictionaries the [+econom] tag to 
identify specific vocabulary. We found that some terms have been previously 
included, perhaps, from a general approach while others are totally brand new. 
Examples include such items as dólar Qatar (“Qatar dollar”), dólar ahorro 
(“savings dollar”), dólar blue (“blue dollar”), etc. regarding to the scope of dollar 
exchange rates as well as other finance-related terms such as inflación 
(“inflation”), deflación (“deflation”), hiperinflación (“hyperinflation”), or suba 
(“increase”) as a noun and not only as a verb. To reflect some specific syntactic 
structures, we also built grammars for sentences which are very representative of 
our corpus such as these: 

(1) El 2023 viene seco de dólares. (“2023 is running dry with dollars”) 

(2) Los bonos aguantaron, pero el dólar volvió a calentarse. (“The 
bonds endured but the US dollar is warming up again”) 

(3) Y en Argentina en particular, el valor del dólar directamente 
pegó un salto. (“And in Argentina, particularly, the dollar rate 
leaped”). 
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These sentences show there is certain degree of personification of the US dollar, 
which adds extra connotative value to its nominal value due to its disruptive role 
in Argentina’s recent history. Indeed, sociology presents the following perspective: 

Ask anyone participating in any version of a quiz show in Argentina which 
was the peso-dollar exchange rate in a not-to-distant date in the past and they 
can probably tell you that with a fair degree of accuracy. Try, instead, asking who 
won the 1951 presidential tickets, who the incumbent U.N. Secretary-General is 
or who the songwriters of a catchy song from the 1960s are and they can probably 
not tell you so. In other countries, economists or international trade specialists 
may have these facts and figures ready at their fingertips. In Argentina, however, 
this information is part of the everyday culture of its of its citizens (Luzzi and 
Wilkis, 2019: 14–15; the translation is ours). 
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NooJ, automatic treatment, economics journalism, Spanish module Argentina, 
inflation 
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Abstract 
Negation is a language-universal feature with a language-specific nature. It is found 
in all human languages, but the expression of negation varies significantly across 
languages. Negation was described as a necessity in human communication (Horn, 
2001). It has been a topic of inquiry since the early philosophers as Aristotle, and 
nowadays several research studies have been conducted to account for this complex 
phenomenon from diverse perspectives: philosophical, logical, cognitive, and 
linguistic. 

As languages diVer in the way they express negation, it is found that Moroccan 
Standard Arabic has a special negation system that is characterized by a high level of 
metalinguistic complexity in the sense that negation particles in Arabic language 
carry with them a multitude of referential, metalinguistic, modal, and aspectual 
meanings (Benmamoun, 2000). Thus, addressing negation in a way that accounts 
for the peculiarities of the Arabic language system is primordial. The negation 
system in Arabic is characterized by: (1) association with tense (Kahlaoui, 2019), (2) 
particle negation is the most common type and (3) six particles constitute the 
nucleus of the Arabic negation system (lam لم, maa ما, leisa ليس, lammaa لما, laa  لا, and 
lan  لن) as in the following examples: 

 (.Sara did not come to work today)   .اليوم العمل إلى سارة تحضر لم

.غاضب وأنْتَ  حل لمشكلتك إلى تصل لنْ   (You will not reach a solution to your problem when you 
are angry.)  

. السماءُ  تمطر ولمّا فصل الشتاء أقبل  (Winter came and it didn’t rain.)  

 (.Ahmed is not lazy) .متكاسلا أحمد ليس

.جاهل  إلاّ  يقول هذا ليس  (Only an ignorant person would say this.)  

 (.No excellence without diligence)    .تفوق بدون اجتهاد لا

.أدخن شكرا، لا  (Thanks, I don’t smoke.)  

. حاضرا اليوم خالدٌ  ما  (Khalid isn’t present today.) 

 (.You do not do your homework)   .واجباتكم المنزلية تنجزون أنتم ما 

In sentiment analysis and opinion extraction, negation is a polarity shifter that can 
change the polarity of an expression, and if not handled well by sentiment analysis 
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tools, inaccurate results are likely to be generated. This research aims to improve the 
overall accuracy of sentiment analysis applied on texts written in Modern Standard 
Arabic language by incorporating a linguistic method of handling negation. To 
address this issue, this research utilizes linguistic resources provided by the NooJ 
platform to formalize recognition rules for the Arabic negation system and apply 
them with a lexicon to a corpus of manually collected data from websites and social 
media posts. The corpus will be preprocessed before adopting the required NLP 
analysis. The method starts by describing the rules governing negation in Arabic 
Language utilizing NooJ lexical and morphosyntactic rules in a lexicon, in addition 
to local grammar rules in the form of graphs. These steps are specifically designed to 
recognize negation in texts written in Arabic. The evaluation of the obtained results 
will serve as a criterion to assess its validity in recognizing negation structures in 
sentiment analysis in texts written in Modern Standard Arabic. In this respect, it is 
crucial to carry out an experimentation phase employing the NooJ concordancer. 
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Abstract 
The first step in the analysis of a transcribed speech is its segmentation. It consists 
of parsing statements into units of a certain type that was previously defined to 
locate desired information. These units can be at diVerent structural levels involving 
sentences, clauses or Minimal Discourse Units (MDU), chunks, graphic words, 
lexical units, morphemes, etc. 

Segmentation has been described in several researchs as a crucial stage prior to 
linguistic treatment. However, discourse segmentation is not so frequent and not 
taken seriously by most laboratories that treat language automatically. This lack 
intensifies especially with Arabic language where there is little work on the 
segmentation of written texts into MDU. In addition, there is virtually no functional 
and specific clausal segmenter to the Arabic language in the context of an oral 
spontaneous transcribed conversation because of its ungrammaticalities. 

In oral speech, we can have utterances in which two types of MDU can be presented: 
embedded MDU and overlapping MDU on more than one statement. Indeed, the 
incomplete and unfinished sentences are principally those which form the dispersed 
MDU. The following example illustrates scenarios of dispersed MDU on two 
utterances caused by a non-achieved idea in the first utterance. 

Our proposed method is based on the gathering of tokens, obtained during a 
pretreatment step to form MDU that represent the user’s intentions. This is 
essentially done by using Context-Free Grammar (CFG) rules established from the 
study of the most relevant oral cases.  

To achieve our goals, we opt for NooJ linguistic development platform. This 
environment provides us with robust and e`cient tools and techniques to 
implement our local grammars.  
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Abstract 
This work has been projected and conducted to serve a double purpose. The topic as 
a whole is the attention towards the vegetarian and vegan diet, a lifestyle which is 
more and more frequently adopted by people all around the world.  

Why do people decide to go vegetarian, even vegan? The first purpose of the work is 
to answer this question. The Italian population is the chosen sample for the analysis. 

The starting point is the Italians’ perception of plant-based nutrition, observing the 
reasons why people decide to follow this kind of diet, and how these same reasons 
evolved overtime. Specifically, the work covers a ten-year analysis, from 2012 to 
2022. The evaluation was made on reports taken from Eurispes, an Italian research 
institute that publishes annual reports about the main changes in Economics, 
Politics and Society in Italy. 

Three main motives were identified: the most popular one concerns health benefits 
associated with plant-based nutrition; secondly, there is animal welfare and moral 
values; the last one is environmental activism. Furthermore, researches have shown 
that people are pushed towards these diets by the curiosity to try something 
diVerent. 

In working on these first results, NooJ has been used to create syntactic grammars, 
divided by subject areas, later applied to observe the frequencies and the standard 
scores of the main concepts. It was possible to reflect on the evolution of the Italian 
population’s approach.  

The second aim of the project is to break down stereotypes about the supposed 
expensiveness and di`culty of plant-based eating.  

There are some foods which are notably stigmatized as “vegan foods”, i.e. tofu, soy, 
oat and more. The work wants to show how little these foods can count in a well-
balanced diet. An analysis was done examining more than thirty vegan recipes, taken 
from the blog “Cucina Botanica”, a project managed by a well-known Italian content 
creator, Carlotta Perego, who spreads knowledge on the Internet about veganism 
and sustainability. 

As before, NooJ has been used to construct syntactic grammars, specifically 
conceived for the refutation of prejudices. The grammars were applied to the 
mentioned recipes and were used to expose the proportion between “vegan”, 
“unusual” foods on the one hand, and fruits and vegetables, which are more 
commonly eaten, on the other hand. 
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Abstract 
With the development of the Internet and social networks, it became completely 
normal to come across harmful comments that insult someone or call for hatred. 
Even though in the last few years intensive eVort has been made on algorithms for 
hate speech detection, oVensive language is still part of everyday life on the Internet. 
The goal of this paper is to determine if there are diVerences between hate comments 
and insult comments directed towards men and those directed at women. To do that, 
we collected a corpus of around 70 comments for both groups. The collected 
comments are taken from comment sections on Croatian news portals and Facebook 
comment sections under the link to the article. To collect comments directed at a 
certain gender, we looked for the articles about well-known men and women in 
Croatia, such as singers, actors and actresses, politicians, etc., so we can be sure that 
each comment is specifically directed toward a man or a woman. For the comment to 
be included in the corpus, it had to be clear from it that the author of the comment 
wanted to insult someone, or that he feels hatred towards someone, i.e., we did not 
take sarcastic comments into account. The corpus was collected in a timespan of a 
few weeks in December and January of 2022/2023. After collecting it, the spelling 
errors were corrected, and unknown words were added to the NooJ dictionary. While 
adding unknown words to the NooJ dictionary, we defined case, gender, and 
inflectional form for each new word, i.e., we did not add any additional semantic tags 
to the unknown words. What we are trying to find out with this research is, if there 
are diVerent syntax patterns used to insult women and to insult men. Also, we want 
to see if hate speech is more common with one group than another and the same with 
insult speech. 

To be able to do that, first we had to diVerentiate two types of unwanted comments: 
hate speech and insulting speech. In the hate speech group, we included comments 
that aim to propagate intolerance, incite violence or discrimination, and foster 
prejudice and hatred toward a particular group or person. For the insulting speech 
group, we chose comments that contain name-calling, mockery, or belittling. The 
next step was defining several groups of insults and hate speech based on their 
syntactical structure and creating NooJ syntax grammar diagrams that correspond 
with each group. The same set of diagrams was used on women and men corpus to 
see if there are any similarities in comments’ structures. In the end, we counted the 
appearances of each group in collected comments and compared them so we can 
conclude what kind of syntax structure is more common for women, and what for 
men. Furthermore, we compared two types of malicious utterances and tried to 
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understand which of them is more common to appear when talking about women, 
and which when talking about men. Since hateful and insulting comments are very 
common in everyday Internet surfing, grammar diagrams like these, and their 
implementation into machine learning algorithms and connection with usual 
hateful words (its semantics), can help in recognizing and preventing such 
comments on social media and news platforms to create more safe and pleasant 
space. 
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Abstract 
The usage of explicit lyrics and profane phrases is not a rarity and both male and 
female artists can be heard using it. Considering factors such as the gender of the 
artist, the genre, and the year of release, diVerences in the frequency of explicit 
language can be observed. In this sense, explicit language includes, but is not limited 
to verbal insults (i.e. whore, bitch, faggot, the n-word, other racial slurs), linguistic 
units that are of sexual nature (i.e. dick, coochie, fuck), and other commonly used 
profane linguistic units (i.e. shitty, bullshit). 

To analyze this, syntactical grammar was made in the linguistic development 
environment software and corpus processor NooJ. First, a corpus consisting of 300 
songs was collected. For each of the following six genres – pop, rock, R&B, hip-hop, 
funk, and country – 50 songs were collected in the following manner: 25 are 
performed by female artists, and the other 25 by male artists. The songs were chosen 
from genre charts on the popular music streaming platform Spotify and the lyrics 
were taken from the website Genius. The chosen songs were the top 50 most popular 
songs in October 2022 in each genre according to Spotify. The corpus consists of 106 
096 tokens – the country genre comprises of 15 270 tokens (8 188 of which were by 
male artists, 7 082 by female), funk 15 130 (male artists 7 369, female artists 7 761), 
hip-hop 27 820 (male artists 14 874, female artists 12 946), pop 17 505 (male artists 
9 440, female artists 8 065), R&B 16 903 (male artists 8 088, female artists 8 815), 
rock 13 440 (male artists 6 997, female artists 6 443). 

In the second phase, syntactical grammar was designed to recognize and annotate 
explicit words and phrases in the collected corpus. The grammar recognizes 
common verbal insults, linguistic units that are of sexual nature, and units that refer 
to feces. Special attention was given towards phrases that contain the verb fuck and 
the noun ass, as the notions of rule-bound and rule-breaking linguistic creativity are 
often applied to these linguistic units. The results were evaluated, giving a precision 
of 0.95, recall 0.92, and finally, an F-score of 0.93.  

As expected, the genre with the highest number of explicit language usage was hip-
hop. To our surprise, female hip-hop artists were found to use more profane 
language than their male counterparts. Finally, a steady incline of explicit words was 
also observed over following decades: 1950s (consisting of 970 tokens), 1960s (2 371 
tokens), 1970s (11 574 tokens), 1980s (5 899 tokens), 1990s (6 192 tokens), 2000s (13 
988 tokens), 2010s (29 457 tokens), and 2020s (13 988 tokens). To analyze this, the 
songs present in the genre corpus were grouped by decade of release. An analysis of 
this corpus showed that no usage of profane language was present in the 1950s 
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corpus, however, a total of 512 instances of explicit language was observed in the 
2020s corpus.  

It can be concluded that the frequency of usage of explicit language tends to grow if 
the song in question is a hip-hop song and if the song was made in the more recent 
decades.  
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Abstract 
This study investigates the diVerences in the representation of male and female 
athletes in Croatian news articles through the analysis of their syntactic 
constructions. The corpus of 100 articles collected from various news portals 
featured 57 articles about male athletes and 43 articles about female athletes. The 
study acknowledges that semantic aspects are crucial to compare the two sub-
corpora concerning the question of gender, with the corpus consisting of all the 
articles found in news portals not directly concerning the objective results and stats 
of athletes. 

The study employed two Croatian syntax grammars in NooJ to examine syntactic 
structures describing athletes in terms of sport and physical appearance, through 
“adjective + gender” concordance, where the study observed that syntactic 
structures containing “<A> + man” showed no concordance, whereas those with 
“<A> + woman” appeared multiple times. The output of the analysis showed a high 
level of precision (0.928), moderate recall (0.722), and a good F-score (0.812), also 
indicating that the syntactic structures used to describe sports and athletes in an 
objective light were similar or identical for both genders. However, the study found 
a significant diVerence in the representation of male and female athletes concerning 
the emphasis placed on their gender. The analysis revealed that female athletes were 
more objectified, with 18.48% of all concordance related to their physical 
appearance, while there was no concordance for male athletes’ physical appearance. 

This research provides insight into the need for more objective and gender-neutral 
language in sports journalism. The study’s findings suggest that journalists should 
avoid emphasizing gender and physical appearance when reporting on female 
athletes. Additionally, sports news portals should be encouraged to use language 
that reflects the equal status of male and female athletes. In conclusion, this study 
highlights the importance of understanding the representation of gender in media 
and the need to eliminate gender bias in sports reporting. Future research could 
explore other forms of media and sports to provide a more comprehensive 
understanding of gender representation in sports journalism. 
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Abstract 
We propose to carry out a study of the elements of the co-occurrences of the word 
“immigrant” in a contrastive Croatian French approach in order to understand the 
full semantic and axiological potential of language production. The study will be 
deployed on the lexicographic and journalistic corpus of these two languages.  

Our analysis is based on the approach of the Semantics of argumentative possibilities 
initiated by Galatanu (1999). According to this semantic-discursive theory the 
language stereotypes represent an open set of associations to the core traits of any 
word-form. The core traits itself are based upon the lexicological acceptances of 
word meaning but as Galatanu straits the argumentative possibilities of the core 
unfold in blocks of external argumentation associating the language production with 
an element of its stereotype. These associations allow the discursive deployment 
that constitute the argumentative sequences strictly speaking. We argue that the 
discursive deployment of core potential is visible in the language production, 
explicitly in the use of immediate collocates, namely adjectives, of the base 
immigrant (B) and other contextual co-occurrences organized by linear sequences 
as: [0,1] prep. + B + [0, 1, 2…]adj. and [0,1] prep.+ adj./n. [0,1,2…]+B for French and 
for Croatian, as: adj. [0, 1, 2…]+B and B+prep.+NS. 

This could unfold the developments of meaning of the word “immigrant” according 
to the context-based axiology which can be driven both positively and negatively or 
as non-marked, neutral. 

Therefor the paper proposes a syntax grammar in the NooJ tool for recognizing and 
extracting multi-word units and discontinuous expressions containing the word 
“immigrant” and gives the results of the application of that grammar on the given 
(above-mentioned) corpus. 
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Abstract 

Migrant entrepreneurship in Europe constitutes a multifaceted landscape, 
characterized by the interactions of a rich array of actors with diverse ambitions and 
needs. In spite of its sociological, political, and civic relevance, this topic has not 
received enough academic attention, and approximative narratives on migrant 
entrepreneurship are widespread among institutional actors. Mainstream media 
narratives often portray migrants as a vulnerable social group claiming financial, 
material, and labor resources from arrival countries’ public. At best, media actors 
justify the need for socio-economic integration based on the immigrants’ special 
needs and often dire living conditions – some narrative referred to as 
“miserabilistic” (Desille and Nikielska-Sekula, 2021). Other than running the risk of 
fostering the sense of alterity between locals and migrants, normally these 
narratives “homologate” public perception on migrants. Migrant flows articulate 
themselves in multiple generations, places of origin, demographic compositions, 
and purposes. All these “axes of diVerence” interact to form complex ecologies, 
especially in urban environments. Therefore, self-perception directly collected from 
the field represents a valuable tool to navigate migrant communities in Europe: such 
is true for migrants and locals alike, given a common interest in defining themselves 
and the spaces they occupy (Buhr, 2021).  

Migrant entrepreneurs represent crucial mediators between exogenous and self-
produced narratives. Because of their ability to generate economic and social wealth, 
migrant entrepreneurs openly challenge social stigmatization. They also elicit 
cultural enrichment by contributing their migration background to the local 
entrepreneurial panorama. More importantly, their privileged position oVers them 
a vantage point to describe their personal experiences with migration (Zanfrini, 
2015), their communities, their approach to the entrepreneurship ecosystem (the 
market itself, as well as the actors on the ground, e.g. incubators, mentors and 
coaches, experts and scientists, economic traders, etc.), within the countries of 
destination (Buhr, 2021).  
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In this context, our study wishes to investigate the migrant entrepreneurship 
environment and its stakeholders (business incubators, research experts, 
policymakers, migrant entrepreneurs themselves, and a variety of other figures), 
advancing a transversal, multi-source, and multi-level narrative. Migrant 
entrepreneurs view their pursuits as significant achievements for personal and 
communal wellbeing. Policymakers, support-program designers, third-sector 
practitioners, and private investors, on the contrary, often perceive (and reportedly 
say about) migrant entrepreneurship as inapt for competition in the local 
entrepreneurial environment. These perceptions and narratives perform at diVerent 
levels the actions of individuals, through the constant refinement of rigid, impeding, 
and very di`cult to deconstruct phenotypic codes. One of the objectives of our work 
is precisely that of, starting from language, investigating these codes, defining their 
weight, connections, and reciprocal influences, formalizing them, and studying 
them for their overcoming. 

We identified individual, semi-structured interviews as the chief instrument to 
explore these competing narrative perspectives. We intend to process these 
transcribed natural-language inputs using NooJ, especially co-occurrence 
sentiment analysis to reveal the role of community in migrant self-
entrepreneurship in the EU. Corpus-level discourse analysis will be first supported 
by lexical and semantic concept formalization in NooJ vocabularies and then by NooJ 
grammars, able to perform context disambiguation. Syntax grammars will serve as 
our primary tool in sentiment analysis. We especially consider prepositions and 
location adverbs as markers for the concept of community. In fact, our study rests on 
the assumption that preposition-based syntax grammars can reveal attitudes and 
dispositions within a text (Monteleone, 2019). Our interviews are far from all being 
“success stories”, and most of them dilute the respondents’ general views on being 
entrepreneur in Europe with personal stories. In summary, our study intends to 
unveil a holistic narrative on migrant entrepreneurship in Europe that is capable of 
accurately describing its complex articulation in at the individual, community, 
professional, and policy levels. 
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Migrant self-entrepreneurship, sentiment analysis, ecosystem, phenotypic codes, 
public narrative 

References 
[1] Buhr, F. (2021) Migrants Mental Maps: Unpacking Inhabitants Practical 

Knowledges in Lisbon. In: Nikielska-Sekula, K., Desille, A. (eds) Visual 
Methodology in Migration Studies, 51–67. Springer, Cham. 

[2] Desille, A., Nikielska-Sekula, K., eds. (2021) Visual Methodology in Migration 
Studies. 1st edn. Springer, Cham. 

[3] Monteleone, M. (2019) NooJ Grammars and Ethical Algorithms. Università 
degli Studi di Salerno, Fisciano. 

[4] Silberztein, M., Monti, J., Monteleone, M., eds. (2014) Formalizing Natural 
Languages with NooJ. Cambridge Scholars Publishing, Newcastle upon Tyne. 



 

73 
 

[5] Zanfrini, L. (2015) The Diversity Value: How to Reinvent the European 
Approach to Immigration. McGraw-Hill Education, Maidenhead. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

74 
 

Reviewing the Position of the “Other” in Croatia’s 
“Non-European” Collections in the Second Half of the 
20th Century Using NLP 

Martina Bobinac 

Institute of Art History 
Zagreb, Croatia 
mbobinac@ipu.hr  

Abstract 
Ethnographic museums lie on the legacy of colonialism. The first ethnographic 
collections were based on former cabinets of curiosity where the aim was to collect 
“exotic”, “diVerent” and “primitive” cultures of “otherness”, usually coming from 
West’s colonies, and to present them to the Western public. They were presented in 
colonial museums and world fairs, where entire villages of people were brought and 
caged, exhibited as “exotic artefacts”. The second half of the twentieth century 
brought a change in this perspective- the postcolonial theory was born, and with it, 
the notion of the „other” was coined. It is a critical narrative that indicates the 
tendency to describe someone else’s culture, society, object, or social group as 
“diVerent”, “distant”, “strange” or “external” from the perspective of the society 
from which the speaker is coming from. One of the biggest challenges of European 
colonial heritage was reinventing and adjusting ethnographic, but especially 
colonial museums to contemporary theoretical approaches, since it was necessary to 
present non-European cultures in a postcolonial light. 

This work will try to follow and articulate this change in perspective on the example 
of the Ethnographic Museum of Zagreb. In 1919, the Ethnographic Museum in Zagreb 
was founded. Its World Cultures collection, historically called The Collection of Non-
European Cultures, holds over 3 000 artifacts and works of art. The items featured in 
the collection originate from South America, Africa, Asia and Australia. Using 
archival data that bring professional, journalistic, and public perceptions of this 
collection from 1950 to 1990, the purpose of the paper is to compare the perception 
of the “other” in Croatian public and cultural sphere over time. The dataset was 
created by applying OCR using Python to all available newspaper articles and articles 
from other specialized journals in the timespan of 40 years (from 1950 to 1990) on 
the topic of “non-European” artifacts and art in Croatian collections. The 
aforementioned archival data was collected in Ethnographic museums of Zagreb and 
Split, Croatia. By applying Natural Language Processing on this dataset in Python 
and Spacy, the diVerence in discourse and rhetoric is examined with results that 
confirm that a shift in perception occurred over time, where the development of 
global consciousness on topics of decolonization is reflected in Croatian collections 
and related publications. This change in discourse and rhetoric was created using 
sentiment analysis by creating a list of what is historically recognized as colonial 
discourse, labeling those words (nouns, adjectives, and word clusters) as “negative” 
and a list of what is recognized as discourse connected to decolonial theory, labeling 
those words as “positive”. By implementing these lists of “negative” and “positive” 
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words on the whole dataset, a sentiment analysis of texts through time is examined. 
The results are presented by using graphs in Python which clearly show a rise in the 
number of “positive” and a decline of “negative” words as time progresses. 
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Ethnographic museums, colonialism, Croatia, decoloniality, colonial discourse 
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Abstract 
This project aims to analyze, through the use of NooJ, the study of the United 
Nations’ 2030 Agenda for Sustainable Development program. The action plan for 
people, planet, and prosperity was signed on September 25th, 2015 by 193 United 
Nations member countries, including Italy, to share the commitment to ensure a 
better present and future for our planet and the people who inhabit it. The Global 
Agenda defines 17 Sustainable Development Goals to be achieved by 2030, articulated 
in 169 targets, which serve as a compass to put Italy and the world on a sustainable 
path. The process of changing the development model is monitored through the 
goals, targets, and over 240 indicators: based on these parameters, each country is 
periodically evaluated by the United Nations and national and international public 
opinion. The 2030 Agenda brings with it a great novelty: for the first time, a clear 
judgment is expressed on the unsustainability of the current development model, 
not only on the environmental level but also on the economic and social levels, thus 
definitively overcoming the idea that sustainability is solely an environmental issue 
and a`rming an integrated vision of the various dimensions of development. 

However, there are diVerences between territories in Italy: we currently live in a 
two-speed country, with significant disparities, for example, on commitments to 
meet the goals of the UN Agenda 2030. The new “Territories Report” of the Italian 
Alliance for Sustainable Development (ASviS) tells how this commitment changes 
according to the regions and geographical areas of Italy. Through statistical 
indicators and regional data, the report attempts to analyze the positioning of 
provinces, metropolitan cities, and urban areas in relation to the now well-known 17 
Sustainable Development Goals of the United Nations. What emerges is a portrait of 
an Italy “at diVerent speeds, where territorial diVerences increase rather than 
decrease.” 

The analysis of texts and articles through the NooJ software, thanks to grammar 
constructions, statistics, and frequencies, shows which possible proposals or 
solutions are highlighted to improve or oVer solutions to extinguish the problem. 
Through the analysis of various texts, the ideologies from diVerent perspectives that 
are being implemented and will be implemented for the good of our planet can be 
observed. 

Key words 
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Abstract 
Morphophonemic Continuity (MC) makes it possible to connect the meaning of two 
or more words if they all include the same lexical morpheme (LM). Often, but not 
always, these words may belong to diVerent grammatical categories, based on the 
phonemes/allophones/morphemes/allomorphs that co-occur inside them with the 
lexical morpheme in common. For instance, the Italian lexical morpheme infett- 
connects the two verbs infettare (to infect) and disinfettare (to disinfect), but also 
other words as infettivologo (infectious disease specialist, noun), infettivo 
(infectious, adjective) and disinfettante (disinfectant, noun, and adjective). 

As known, MC is at the basis of the notion of support verb/support verb extension 
and predicative nouns/adjectives established by Maurice Gross’ Lexicon-Grammar 
(LG). In any language, support verbs do not have a predicative function, and in any 
sentences, they neither select arguments nor participate in meaning definition. 
Actually, their only role is to “support” the function of nominal/adjectival 
predicates, which are connected by MC to ordinary verbs, as for instance in Max 
adora Maria = Max ha adorazione per Maria (Max adores Maria = Max has adoration 
for Maria). In such cases, MC connects the meanings of Ordinary Verb Sentences 
(OVSs), which are synthetic, to those of Support Verb Constructions (SVCs), which 
are analytic. 

However, in Italian, even when a LM is in co-presence and preserved, some SVCs 
have a meaning quite significantly diVerent from that of their corresponding OVSs, 
that is to say: they succeed in preserving morphophonemic continuity but fail in 
preserving a complete semantic continuity. This paper wants to analyze this 
phenomenon, which we will see is rather regular if we take into consideration a 
specific class of nouns and specific uses of determiners/predeterminers. The nouns 
that create this "semantic anomaly" express the action of "touching/hitting 
someone with a body part or an object", as for instance bastonata (blow struck with 
a stick), manata (blow struck with a hand), spintone (shove), racchettata (blow 
struck with a racket), and so on. The co-occurrence of these nouns regularly creates 
sentences that have only the structure of SVCs, but which are very often OVSs, and in 
some case Idiomatic Sentences (ISs) to lexicalize as Atomic Linguistic Units (ALUs). 
Specifically, we will see how inside certain seeming SVCs, noun grammatical number 
is at the base of this “semantic anomaly”, manly when the verbs occurring in the 
corresponding OVSs endogenously provide for a plural number, i.e. from two 
onwards. Therefore, we will build specific NooJ grammars to morphosnitactically 
describe and address this "semantic anomaly", providing ad hoc examples and 
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documenting, where necessary, the diVerent syntactic patterns by which the 
correspondence between OVSs and SVCs is satisfied or fails.  
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NooJ, NooJ grammars, morphophonemic continuity, semantic discontinuity 
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Abstract 
As technology evolves, a wide variety of languages have enabled us to create new 
methods of communication which implement formalized codes for intelligent 
communication, such as syntactically homologated systems. The proliferation of 
acronyms in the digital realm demonstrates the ability of humans to translate, 
reformulate, and convert images, sounds, and feelings into a multicodical formal 
language. Algorithms and acronyms have become a substitute for words and 
phrases, with the virtual communicator ‘Mood’ being the symbol of our society. We 
are inevitably steered towards digital codes, which carry predefined semantics, 
generated by a fixed sentence. 

The research encompasses multiple projects and focuses on literary communication 
in digital, an operational hypothesis that has been validated by multiple scientific 
reference models to confirm its validity. The primary goal of the entire research is 
the process of elaboration of Natural Language Processing (NLP) capabilities. The 
proposed model takes into account the process of understanding, analyzing and 
validating the data retrieval, in order to realize a formal process that goes from 
textual prediction to the first formal process of production of linguistic validation 
data. 

This work seeks to outline an irrefutable logical process, encompassing normative 
grammar and formal grammar, to apply the poetic traits observed in Dante 
Alighieri’s Divine Comedy across diVerent stages: 

(1) We will analyze Dante Alighieri’s Divine Comedy with sentiment analysis to 
identify rhetorical figures and metrics in the sections being studied.  

(2) We will then transfer the linguistic environment to NooJ to evaluate formal 
mechanisms and validations with distributive and transformational analysis, 
which will be displayed in graphs and Peco tables. We will also compare and detect 
traits of the Divine Comedy with a phonetic analysis and Silvestri’s rhetoric to 
study recursive processes.  
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(3) We will then explore implementation in Digital intelligence Word Tool.  

(4) Finally, we will analyze scientific validation, quantum theories, and verses to 
highlight emotional traits in the Fano Plan. 

M. Planat’s quantum hypothesis proposes a scientific process of transforming poetic 
language into a mathematical sequence, as well as a formal code. Linguists 
specializing in lexico-grammar grammars provide an NLP transcription of the 
author’s characteristics into formal language, describe in Lexicon-Grammar, and 
then create the necessary linguistic resources in the NOOJ environment, consisting 
of graphs to validate the Dante tercet. With integration of the corpus and local 
grammars, this can be then reformulated and translated. 

Within the scope of our research, Ahmida Bendjoudit’s (2020) model has the 
capacity to detect the novel parameters of linguistic production, such as tokens, etc. 
The characteristics picked are the consequence of indisputable procedures, the 
emotional features of fixed structures in experimental linguistic equations of both 
first and second level. Max Silberztein’s (2015) NooJ system advances the production 
of analysis and paraphrasing of sentences, as well as tools to construct formal 
dictionaries and grammatical and NLP applications, such as automated semantic 
annotators and paraphrase generators. 

Digital intelligence W.T. enables the generation of fixed sentence analysis and output 
in high-performance computing settings to generate textual paraphrases. It 
provides management, processing, and retrieval capabilities along with advanced 
statistical analysis through data collection techniques applied to images of created 
components and metrics for image measurement.  
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Abstract 
This contribution is a presentation of a project being developed by a team of linguists 
addressing machine translation of multi-word expressions in relation to natural 
languages processing NLP, as being a linguistic phenomenon of great importance in 
the field of computational linguistics. The presentation will highlight the 
development of this machine translation system based on methodologies and 
technics of linguistic engineering that inevitably enable the construction of a 
pragmatic analyzer that regulates its semantic aspects. This requires leveraging 
elements of platform linguistics, which rely on theoretical frameworks, formal 
methodologies, and eVective computer environments. To achieve this, a hybrid 
theoretical framework that combines contemporary linguistic theories with 
computational formalism in the development of an operable machine translation 
system. NooJ environment, an open-source computer platform, was adopted to 
conduct applied translation operations of multi-word expressions from Arabic to 
French and English and the project is planning to include more languages.  
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